MULTI-HYPOTHESIS PREDICTION BASED ON IMPLICIT MOTION VECTOR DERIVATION FOR VIDEO CODING
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ABSTRACT

Traditional video coding standards H.264/AVC and HEVC adopt inter-frame prediction with single prediction (P frame) and bi-directional prediction (B frame), in which one and two hypotheses are utilized to generate the final prediction. Though more hypotheses have been proved to significantly improve the prediction accuracy, the additional bits used for signaling the motion information may decrease the overall rate-distortion performance conversely. In this paper, we propose a multi-hypothesis prediction scheme based on implicit derivation of motion vector. In the proposed scheme, the first prediction block is generated identically with the method in HEVC. Subsequently, motion estimation is applied on each reference frame by taking the first prediction block as template, and the search results serve as the additional hypothesis candidates. In this manner, the overheads of motion vector can be reduced. Simulation results show that the proposed algorithm can achieve average 1.1% coding gain compared to HEVC.

Index Terms— Multi-hypothesis prediction, motion compensation, motion vector, video coding

1. INTRODUCTION

Inter prediction plays a crucial role in removing the temporal redundancy based on high similarities among successive frames. By taking the previous decoded frames as the predictive signal, the compression of the current frame can be converted into coding the residuals after prediction [1], and entropy coding is adopted to compactly represent the residual signal. Additionally, the relative position of the prediction block compared to the current block, termed as motion vector (MV), is also required to be transmitted [2].

In the earliest video coding standard H.261, the most recently decoded frame serves as the reference frame and hence only one motion vector is searched for the current block to realize motion compensation (MC). Later, multiple reference frames was adopted in H.263, where the optimal motion vector minimizing the matching error was searched from the candidate frames. Moreover, to further investigate the inter-frame coding efficiency, bi-directional prediction, including one motion vector from the forward frame and the other motion vector from the backward frame, has been introduced [3]. The difference between the single MV (one-hypothesis) prediction and the bi-directional (two-hypothesis) prediction is depicted in Fig. 1. The one-hypothesis prediction directly approximates the original block $c$ with $p$. In contrast, the prediction of two-hypothesis is obtained by combining the two components, such that the condition that each individual component should be similar to the original block is not demanded.

Originated from the two-hypothesis prediction, multi-hypothesis prediction (MHP) has been investigated from spatial and temporal perspectives. For the spatial MHP, overlapped block motion compensation (OBMC) was proposed in [4], which is applied by combining the current motion vector and the motion vectors of the neighbouring blocks to generate the final prediction signal. Regarding the temporal MHP, Sullivan et al. pointed out the weakness of the single motion vector prediction and proposed the framework of the MHP in [5]. Performance bound of MHP was studied in [6] by designing a simplified signal mode. In [7], a practically designed algorithm that handled optimal hypothesis selection was introdu-

![Fig. 1. Illustration of the hypothesis prediction (a) one hypothesis prediction; (b) two hypothesis prediction.](image-url)
Moreover, in [8]-[9] the rate-distortion performance of MHP and the impact of different hypothesis numbers were further investigated. These works reveal that MHP further investigates the ability of prediction but demands more bits for coding the motion information. To address this issue, we propose an advanced MV derivation method by utilizing the first hypothesis to search for the other hypotheses without introducing the overheads for signaling additional motion information. As such, better prediction accuracy with low signaling overhead can be achieved.

The rest of this paper is organized as follows. In Section 2, we analyze the variations of the residual energy and bits in terms of the number of hypotheses. Section 3 presents the proposed MHP scheme based on the advanced motion vector derivation method. Simulation results and analyses are presented in Section 4 and Section 5 concludes this paper.

2. RATE-DISTORTION ANALYSIS ON MULTI-HYPOTHESIS PREDICTION

In the inter prediction, motion estimation is first applied on the reference frames to derive the motion vector. Then, the prediction residual can be obtained and processed by transform, quantization and entropy coding. Therefore, the reconstructed distortion of one frame not only affects its own quality, but also has an effect on the future frames. Here, let \( d \) denote the reconstructed distortion of the decoded frames and \( e_l \) denote the prediction distortion of the \( l \)-th frame. Then, there exists an error propagation relationship that

\[
e_l = \sum_{i=1}^{n} h_i d_{l-i}
\]

where \( n \) is the number of hypotheses and \( h_i \) represents the weighting factors[10]. This formula indicates that the prediction performance is largely influenced by the number of prediction blocks and the corresponding weighting factors. Here, we focus on studying the influence of hypothesis number and the weighting factors are set to \( 1/n \) for simplification.

To investigate the MHP scheme, the HEVC reference software HM-16.6 has been modified. To ensure enough hypotheses, we extend the group of picture (GOP) to 16 frames and up to 8 reference frames are supported. To study the influence of hypothesis number on the prediction error, Fig. 2 depicts the curve of prediction distortion when the hypothesis number increases from 1 to 8. Considering the MV resolution also has significant influence on the prediction error, different MV resolutions including integer-pel, 1/2-pel and 1/4-pel, are evaluated. Generally speaking, the MV resolution determines the description precision of the motion trend and higher resolution implies smaller divergence between the used MV and the actual motion [11]. From the Fig. 2, it is obvious that more hypotheses can decrease the prediction error obviously. However, the fact that the error converges to a non-zero value reveals that it is difficult to further improve the prediction quality by increasing the hypothesis number. In Fig. 2, another interesting phenomenon is that MV resolution plays a crucial role under small hypothesis number, i.e. 1, 2. However, as more hypotheses are used, the divergence of the prediction error for these three MV resolutions is dramatically suppressed. Moreover, relatively better prediction performance can be achieved by four-hypotheses with just int-pel MV compared to two-hypotheses with 1/4-pel MV resolution. Based on this observation, it is inferred that a certain MV error is tolerable if more hypotheses are used.

Though the increase of the hypothesis number \( n \) can reduce the prediction error, more coding bits are desired to represent the additional motion vector. As each hypothesis demands one motion vector, the number of bits required for coding the motion information is linearly proportional to \( n \) in general, which is shown in Fig. 3. Generally speaking, the rate of motion information takes up a large proportion of the bit stream, which is only inferior to the rate of residuals. Therefore, the linear growth of motion rate limits the performance of MHP, such that a better scheme that maintains the predict the linear growth of motion rate limits the perfor
The proposed scheme is based on the premise that the other hypotheses can be found precisely by the motion estimation with the template of first hypothesis. In other words, the more accurate the derived MV is, the better performance can be obtained. To verify it, we compute the divergence between the derived MV and the actual MV, and the distribution is depicted in Fig. 6. From Fig. 6, it is observed that most MV divergences locate at (0, 0), which reveals that the derived MV is identical with the actual MV. Moreover, almost all MV divergences are smaller than 4 which represents one pixel distance since 1/4-pel MV resolution is used. This observation proves that the first hypothesis could provide sufficiently accurate prediction of the current block in terms of searching for the other hypotheses.

Basically, the encoding computational complexity increases exponentially as the hypothesis number. In view of this, we adopt a two-pass searching method for simplification. In particular, the first pass searches for the first hypothesis and the second pass determines the other hypotheses. More specifically, we conduct motion estimation among all the reference frames to find the optimal hypothesis by minimizing the matching error with the current block. Subsequently, by taking this hypothesis as the template, we apply motion estimation on the other reference frames. In this manner, implicit MV derivation of the additional hypotheses can be realized because the motion estimation can be identically conducted on both the encoder and the decoder. In total, only one MV of first hypothesis and the reference indices of other hypotheses need to be coded.
Table 1. Performance of the proposed algorithm (version 1 with up to two hypotheses).

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Y</th>
<th>U</th>
<th>V</th>
<th>ET</th>
</tr>
</thead>
<tbody>
<tr>
<td>PeopleOnStreet</td>
<td>-0.2%</td>
<td>-0.4%</td>
<td>-0.3%</td>
<td>100%</td>
</tr>
<tr>
<td>Traffic</td>
<td>-0.4%</td>
<td>-0.5%</td>
<td>-0.3%</td>
<td>101%</td>
</tr>
<tr>
<td>Kimono</td>
<td>-0.7%</td>
<td>-1.2%</td>
<td>-1.6%</td>
<td>100%</td>
</tr>
<tr>
<td>ParkScene</td>
<td>+0.1%</td>
<td>-0.6%</td>
<td>+0.5%</td>
<td>99%</td>
</tr>
<tr>
<td>Cactus</td>
<td>-0.4%</td>
<td>-0.2%</td>
<td>-0.3%</td>
<td>102%</td>
</tr>
<tr>
<td>BasketballDrill</td>
<td>-0.5%</td>
<td>-0.1%</td>
<td>-0.6%</td>
<td>101%</td>
</tr>
<tr>
<td>BQMall</td>
<td>-0.2%</td>
<td>-0.4%</td>
<td>-0.3%</td>
<td>100%</td>
</tr>
<tr>
<td>PartyScene</td>
<td>-0.3%</td>
<td>-1.3%</td>
<td>-0.8%</td>
<td>100%</td>
</tr>
<tr>
<td>RaceHorsesC</td>
<td>-0.2%</td>
<td>-0.2%</td>
<td>-0.3%</td>
<td>101%</td>
</tr>
<tr>
<td>BasketballPass</td>
<td>-0.4%</td>
<td>-0.2%</td>
<td>-0.3%</td>
<td>102%</td>
</tr>
<tr>
<td>BQSquare</td>
<td>-0.5%</td>
<td>-1.1%</td>
<td>-2.5%</td>
<td>100%</td>
</tr>
<tr>
<td>BlowingBubbles</td>
<td>-0.2%</td>
<td>-0.2%</td>
<td>-0.2%</td>
<td>100%</td>
</tr>
<tr>
<td>RaceHorses</td>
<td>-0.3%</td>
<td>-0.6%</td>
<td>-0.4%</td>
<td>99%</td>
</tr>
<tr>
<td>FourPeople</td>
<td>+0.2%</td>
<td>-0.3%</td>
<td>-0.7%</td>
<td>100%</td>
</tr>
<tr>
<td>Johnny</td>
<td>-0.1%</td>
<td>-0.2%</td>
<td>+0.4%</td>
<td>100%</td>
</tr>
<tr>
<td>KristenAndSara</td>
<td>+0.3%</td>
<td>-0.1%</td>
<td>-0.0%</td>
<td>101%</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>-0.24%</td>
<td>-0.48%</td>
<td>-0.43%</td>
<td>100%</td>
</tr>
</tbody>
</table>

Table 2. Performance of the propose algorithms (version 2 with up to four hypotheses).

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Y</th>
<th>U</th>
<th>V</th>
<th>ET</th>
</tr>
</thead>
<tbody>
<tr>
<td>PeopleOnStreet</td>
<td>-0.6%</td>
<td>-1.9%</td>
<td>-0.5%</td>
<td>106%</td>
</tr>
<tr>
<td>Traffic</td>
<td>-1.3%</td>
<td>-1.2%</td>
<td>-2.0%</td>
<td>103%</td>
</tr>
<tr>
<td>Kimono</td>
<td>-3.6%</td>
<td>-3.4%</td>
<td>-5.7%</td>
<td>104%</td>
</tr>
<tr>
<td>ParkScene</td>
<td>-0.2%</td>
<td>-0.6%</td>
<td>-0.4%</td>
<td>103%</td>
</tr>
<tr>
<td>Cactus</td>
<td>-1.3%</td>
<td>-1.7%</td>
<td>-1.4%</td>
<td>107%</td>
</tr>
<tr>
<td>BasketballDrill</td>
<td>-1.4%</td>
<td>-0.9%</td>
<td>-1.0%</td>
<td>104%</td>
</tr>
<tr>
<td>BQMall</td>
<td>-0.5%</td>
<td>-0.7%</td>
<td>-0.6%</td>
<td>105%</td>
</tr>
<tr>
<td>PartyScene</td>
<td>-2.2%</td>
<td>-3.1%</td>
<td>-2.5%</td>
<td>103%</td>
</tr>
<tr>
<td>RaceHorsesC</td>
<td>-0.7%</td>
<td>-1.0%</td>
<td>-0.7%</td>
<td>108%</td>
</tr>
<tr>
<td>BasketballPass</td>
<td>-1.1%</td>
<td>-0.4%</td>
<td>-0.6%</td>
<td>107%</td>
</tr>
<tr>
<td>BQSquare</td>
<td>-2.8%</td>
<td>-3.4%</td>
<td>-4.0%</td>
<td>105%</td>
</tr>
<tr>
<td>BlowingBubbles</td>
<td>-0.5%</td>
<td>-0.1%</td>
<td>-0.6%</td>
<td>106%</td>
</tr>
<tr>
<td>RaceHorses</td>
<td>-1.1%</td>
<td>-1.1%</td>
<td>-0.8%</td>
<td>104%</td>
</tr>
<tr>
<td>FourPeople</td>
<td>-0.1%</td>
<td>-2.3%</td>
<td>-1.8%</td>
<td>106%</td>
</tr>
<tr>
<td>Johnny</td>
<td>-0.5%</td>
<td>-0.8%</td>
<td>-1.3%</td>
<td>105%</td>
</tr>
<tr>
<td>KristenAndSara</td>
<td>-0.4%</td>
<td>-0.5%</td>
<td>-0.4%</td>
<td>105%</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>-1.14%</td>
<td>-1.44%</td>
<td>-1.52%</td>
<td>105%</td>
</tr>
</tbody>
</table>

gle prediction from List0, single prediction from List1 and bi-
prediction, respectively. In our framework, we signal the pro-
posed scheme with inter_pred_idc equaling to 3.

4. EXPERIMENTAL RESULTS

To evaluate the performance of the proposed algorithm, the
MHP scheme is implemented into HEVC reference software
HM-16.6 [12] with Random Access (RA) configuration. The
experiments are conducted on the common test sequences un-
der QPs (22, 27, 32, 37) as specified in the HEVC common
tests conditions. The coding performance is evaluated in
terms of the Bjontegaard-Delta (BD) [13] and the encoding
complexity variation is measured by the encoding time (ET).

Here, two versions of the proposed scheme, which em-
ploy up to two and four hypotheses respectively, are validated.
For version 1, the maximal hypothesis number is limited to
two, which implies that only single prediction and bi-predic-
tion are support. Compared to HEVC, the modification of
version 1 mainly lies in that the second motion vector is de-

erived implicitly according to the first hypothesis. The perfor-
mance of version 1 is showed in Table 1, and it is observed
that on average 0.24% coding gain can be achieved without
encoding complexity increment. This results show that the
proposed implicit motion vector derivation method can save
the coding bits of MV. Furthermore, we extend the hypothe-
sis number to four in the proposed scheme, and the perfor-
mance compared to HEVC is shown in Table 2, it is observed
that approximately 1.14% coding gain on average can be ob-
tained by the proposed scheme. The performance improve-
ment mainly originates from that more hypotheses provide
better prediction signal without the expense of the motion in-
formation except for the reference index. In particular, for se-
quences Kimono, PartyScene and BQSquare, the proposed al-
gorithm can achieve up to 3.6%, 2.2% and 2.8% BD-Rate
gain, which reveals that MHP scheme performs better on the
textural content.

5. CONCLUSION

We propose a novel MHP scheme to improve the coding per-
formance. The novelty of this paper lies in that the implicit
motion vector derivation is adopted to avoid the additional
coding bits signaled in indicating the prediction information,
such that better prediction accuracy can be obtained without
the demand of more coding bits. The impact of hypothesis
number on the rate and distortion statistics is first analyzed.
The analysis results motivate us to propose the implicit mo-
tion vector derivation method, which greatly facilitates the
MHP scheme. Extensive experimental results shows that the
proposed algorithm can achieve 1.1% BD-Rate gain on aver-
age with only marginal complexity increment.
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