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Abstract

Partial Differential Equations (PDEs) have been successful in solving many low-level vision tasks. However, it is a challenging task to directly utilize PDEs for visual saliency detection due to the difficulty in incorporating human perception and high-level priors to a PDE system. Instead of designing PDEs with fixed formulation and boundary condition, this paper proposes a novel framework for adaptively learning a PDE system from an image for visual saliency detection. We assume that the saliency of image elements can be carried out from the relevances to the saliency seeds (i.e., the most representative salient elements). In this view, a general Linear Elliptic System with Dirichlet boundary (LESD) is introduced to model the diffusion from seeds to other relevant points. For a given image, we first learn a guidance map to fuse human prior knowledge to the diffusion system. Then by optimizing a discrete submodular function constrained with this LESD and a uniform matroid, the saliency seeds (i.e., boundary conditions) can be learned for this image, thus achieving an optimal PDE system to model the evolution of visual saliency. Experimental results on various challenging image sets show the superiority of our proposed learning-based PDEs for visual saliency detection.

1. Introduction

As an important component for many computer vision problems (e.g., image editing [9], segmentation [18], compression [12], object detection and recognition [32]), saliency detection gains much attention in recent years and numerous saliency detectors have been proposed in the literature. According to their mechanisms of representing image saliency, existing work can be roughly divided into two categories: bottom-up and top-down approaches. The bottom-up methods [13, 7, 38, 36, 39, 34, 22, 15] are data-driven and focus more on detecting saliency from image features, such as contrast, location and texture. As one of the earliest work, Itti et al. [13] consider local contrast and define image saliency using center-surround differences of image features. Cheng et al. [7] also investigate the global contrast prior. Location is another important prior for modeling salient regions. The convex hull of interest points is employed in [38] to estimate the foreground location. The work in [39, 36] considers the image boundary as a background prior. Inspired by recent advances in machine learning, compressive sensing [34, 22] and operations research [15] are also utilized to detect salient image features. The work in [34, 22] assumes that a natural image can always be decomposed into a distinctive salient foreground and a homogenous background. So one can utilize low-rank and sparse matrix decomposition methods and their extensions for saliency detection. Very recently, Jiang et al. [15] formulate saliency detection as a semi-supervised clustering problem and use the well-studied facility location model to extract cluster centers for salient regions.

In contrast, the top-down approaches [26, 40] are often task-driven and incorporate more human perceptions for saliency detection. For example, Liu et al. [26] propose a supervised approach to learn to detect a salient region in an image. Yang et al. [40] use dictionary learning to extract region features and CRF to generate a saliency map.

In the past decades, Partial Differential Equations (PDEs) have shown their power of solving many low-level computer vision problems, such as restoration, smoothing, inpainting, and multiscale representation (see [5] for a brief review). This is mainly because theoretical analysis on these problems has already been accomplished in areas such as mathematical physics and biological vision. For example, scale space theory [23] proves that the multiscale representation of images are indeed solutions of heat equation with different time parameters.

Unfortunately, the existing PDE designing methodology (i.e., define PDE with fixed formulation and boundary condition from general intuitive considerations) is not suitable for complex vision tasks, such as visual saliency detection. This is because saliency is a kind of intrinsic information contained in the image and its description strongly depends on human perception. From the bottom-up view (i.e., lo-
To our best knowledge, this is the first work that incorporates learning strategy into PDE technique for visual saliency detection. We summarize the contributions of this paper as follows:

• A novel PDE system is learnt to describe the evolution of visual attention in saliency diffusion. We prove that visual attention in our system is a monotone submodular function with respect to saliency seeds.

• We develop an efficient method to incorporate both bottom-up and top-down prior knowledge into the LESD formulation for saliency diffusion.

• We derive a discrete optimization model with PDE and matroid constrains to extract saliency seeds for LESD. By further proving the submodularity of the proposed model, the performance can be guaranteed.

1.2. Notations

Hereafter, we use lowercase bold letters (e.g., \( \mathbf{p} \)) to represent vector points and capital calligraphic ones (e.g., \( \mathcal{S} \)) to denote sets of points. \(|\mathcal{S}|\) is the cardinality of \( \mathcal{S} \). \( \mathbf{1} \) is the all one vector. We denote the neighborhood set of \( \mathbf{p} \) on a graph as \( \mathcal{N}_p \). \( \| \cdot \| \) denotes the \( \ell_2 \) norm. Suppose \( f \) is a real-value function on \( \mathcal{V} \). For a given point \( \mathbf{p} \) with neighbor \( \mathcal{N}_p \), we denote \( \nabla f \) as the gradient of \( f \) and discretize it as \( \nabla f = [f(p) - f(q_1), \ldots, f(p) - f(q_{|\mathcal{N}_p|})] \). Similarly, let \( \mathbf{v} \) be a vector field on \( \mathcal{V} \) and denote \( \mathbf{v}_p \) as the vector at \( \mathbf{p} \).
We denote the divergence of \( \mathbf{v} \) as \( \text{div}(\mathbf{v}) \) and discretize it at \( \mathbf{p} \) as \( \text{div}(\mathbf{v}_\mathbf{p}) = \frac{1}{\Delta x} \sum_{q \in N_\mathbf{p}} (\mathbf{v}_\mathbf{p}(q) - \mathbf{v}_\mathbf{q}(\mathbf{p})) \), where \( \mathbf{v}_\mathbf{p}(q) \) is the vector element corresponding to \( q \).

2. Saliency Diffusion Using PDE System

This section proposes a diffusion viewpoint to understand visual saliency and establishes a PDE system to model saliency diffusion on an image. Numerical and theoretical analysis on our system is also presented accordingly.

2.1. Visual Attention Evolution

For a given visual scene, saliency detection is to find the regions which are most likely to capture human's attention. This paper tackles this task from a diffusion point of view. That is, we assume that our attention is firstly attracted by the most representative salient image elements (this paper names them as saliency seeds) and then the visual attention will be propagated to all salient regions.

Specifically, let \( \mathcal{V} \) be the discrete image domain, i.e., a set of points corresponding to all image elements (e.g., pixels or superpixels). Then we define a real-value visual attention score function \( f(\mathbf{p}) : \mathcal{V} \rightarrow \mathbb{R} \) to measure the saliency of \( \mathbf{p} \in \mathcal{V} \). Suppose we have known a set of saliency seeds (denoted as \( S \)) and its corresponding scores (i.e., \( f(\mathbf{p}) = s_\mathbf{p} \) for \( \mathbf{p} \in S \)). We can mathematically formulate saliency diffusion as an evolutionary PDE with Dirichlet boundary condition:

\[
\frac{\partial f(\mathbf{p}, t)}{\partial t} = F(f, \nabla f), \quad f(\mathbf{g}) = 0, \quad f(\mathbf{p}) = s_\mathbf{p}, \quad \mathbf{p} \in S,
\]

where \( \mathbf{g} \) is an environment point with 0 score (outside \( \mathcal{V} \)) and \( F \) is a function of \( f \) and \( \nabla f \).

As the purpose of above PDE is to propagate visual attention from saliency seeds to other image elements, we adopt a linear diffusion term \( \text{div}(K_\mathbf{p} \nabla f(\mathbf{p})) \) for the score function, in which \( K_\mathbf{p} \) is an inhomogeneous metric tensor to control the local diffusivity at \( \mathbf{p} \). To incorporate our perception and/or high-level prior into the diffusion process, we further introduce a regularization term which is formulated as the difference between \( f(\mathbf{p}) \) and a guidance map \( g(\mathbf{p}) \) (will be discussed in Section 3), leading to the following form:

\[
F(f, \nabla f) = \text{div}(K_\mathbf{p} \nabla f(\mathbf{p})) + \lambda (f(\mathbf{p}) - g(\mathbf{p})),
\]

where \( \lambda \geq 0 \) is a balance parameter.

2.2. Linear Elliptic System with Dirichlet Boundary

For saliency detection purpose, we only consider the situation when the saliency evolution is stable (i.e., no saliency attention can be further propagated). At this state, we omit the time \( t \) in our notation and only seek the solution to the following PDE:

\[
F(f, \nabla f) = 0, \quad f(\mathbf{g}) = 0, \quad f(\mathbf{p}) = s_\mathbf{p}, \quad \mathbf{p} \in S,
\]

which is a Linear Elliptic System with Dirichlet boundary (LESD). Thus given an image, the saliency detection task reduces to the problem of solving an LESD.

Till now, we have established a general PDE system for saliency diffusion. Fig. 1 shows that our LESD (with properly learnt \( g \) and \( S \)) can successfully incorporate image structure and high-level knowledge to model the saliency diffusion, thus achieves better saliency detection results than state-of-the-art approaches. Therefore, the main problem left for LESD is to develop an efficient learning framework to incorporate bottom-up image structure information and top-down human prior knowledge into (1). Before discussing this issue in Section 3, we first provide necessary numerical and theoretical analysis on LESD, which will significantly reduce the complexity of the learning process.

2.3. Discretization

Suppose \( N_\mathbf{p} = \{q_1, \ldots, q_{|N_\mathbf{p}|}, \mathbf{g}\} \) is the neighborhood set of \( \mathbf{p} \). Here the first \( |N_\mathbf{p}| - 1 \) nodes are in the image domain \( \mathcal{V} \) and will be specified in Section 3. The environment point \( \mathbf{g} \) is connected to each node [37]. To measure the variance between \( \mathbf{p} \) and its neighborhood \( N_\mathbf{p} \), we define an inhomogeneous metric tensor \( K_\mathbf{p} \) as the following diagonal matrix:

\[
K_\mathbf{p} = \text{diag}(k(\mathbf{p}, q_1), \ldots, k(\mathbf{p}, q_{|N_\mathbf{p}|}, \mathbf{g})),
\]

where \( k(\mathbf{p}, q) = \exp(-\beta \|h(\mathbf{p}) - h(q)\|^2) \) is the Gaussian similarity (with a strength parameter \( \beta \)) between the features of nodes, \( h(\mathbf{p}) \) is a feature vector at node \( \mathbf{p} \), and \( z_\mathbf{g} \) is a small constant to measure the dissipation conductance at \( \mathbf{p} \). Then we can approximately discretize the LESD formulation as

\[
f(\mathbf{p}) = \frac{1}{d_\mathbf{p} + \lambda} (\sum_{q \in N_\mathbf{p}} K_\mathbf{p}(q) f(q) + \lambda g(\mathbf{p})),
\]

where \( K_\mathbf{p}(q) \) is the diagonal element of \( K_\mathbf{p} \) corresponding to \( q \) and \( d_\mathbf{p} = \sum_{q \in N_\mathbf{p}} K_\mathbf{p}(q) \). Based on this discrete scheme, our LESD can be reformulated as a linear system, thus can be easily solved.

2.4. Theoretical Analysis

It should be emphasized that the visual attention score \( f \) is indeed a set function on \( \mathcal{V} \), i.e., \( f(S) : 2^{\mathcal{V}} \to \mathbb{R} \) as f
is the solution to (1) with respect to the saliency seed set \( S \). This implies that the solution to our LESD is inherently combinatorial, thus much more difficult to be handled than the PDEs in conventional low-level computer vision\(^3\). This is because the optimization of a combinatorial \( f \) without knowing any further properties can be extremely difficult (e.g., trivially worse-case exponential time and moreover inapproximable [21]). Fortunately, by proving the following theorem we can exploit some good properties, such as monotonicity (i.e., non-decreasing) and submodularity, of the solution to LESD. As shown in Section 3, these results provide good guarantees for our saliency detector.

**Theorem 1** \(^4\) Let \( f(p;S) \) be the visual attention score of image element \( p \). Suppose the sources \( \{s_p \geq 0\} \) are attached to saliency seed set \( S \), i.e., \( f(p) = s_p \) for all \( p \in S \). Then \( f \) is a monotone submodular function with respect to \( S \subset \mathcal{V} \).

### 3. Learning LESD for Saliency Detection

This section discusses how to adaptively learn a specific LESD for saliency diffusion on a given image. For the given image, we first construct an undirected graph in the image feature space to model the neighborhood connections among image elements. Then we incorporate different types of human priors to establish the diffusion formulation (i.e., guidance map \( g \)). Based on the submodularity of the system, we also provide a discrete optimization model for boundary condition (i.e., saliency seeds \( S \)) learning.

#### 3.1. Feature Extraction and Graph Construction

For a given image, we generate superpixels to build the image elements set \( \mathcal{V} = \{p_1, \ldots , p_{|\mathcal{V}|}\} \). Here any edge-preserving superpixel methods can be used and SLIC algorithm [3] is adopted in this paper. Then we define feature vectors \( \{h(f(p), p \in \mathcal{V})\} \) as the means of the superpixels in the CIE LAB color space.

The image structure information is extracted as follows. Suppose the image domain \( \mathcal{V} \) consists of two parts: the candidate foreground \( \mathcal{F}_c \) (salient regions, may also contain some promiscuous image elements) and the pure background \( \mathcal{B}_c \) (non-salient regions). We utilize a shift convex hull strategy to approximately estimate these two subsets from the input image. Specifically, we use Harris operator [35] to roughly detect the corners and contour points and estimate a convex hull \( C \) based on these points [38]. Then \( \mathcal{F}_c \) can be obtained by collecting nodes inside \( C \). To further identify pure background nodes, we define an expended hull \( C' \) by adding adjacent nodes to \( C \). Then \( \mathcal{B}_c \) is obtained by collecting all nodes outside \( C' \).

![Figure 2. Illustration of the shift convex hull strategy in (a) and connection relationship in (b)-(c). The red and yellow polygons in (a) denote \( C \) and \( C' \), respectively. The red and yellow regions in (b)-(c) represent \( \mathcal{F}_c \) and \( \mathcal{B}_c \), respectively. Lines in (c) indicate that all nodes in \( \mathcal{B}_c \) are connected to each other.](image)

#### 3.2. Learning Guidance Map Using Priors

This subsection shows how to incorporate different types of prior knowledge into the PDE system. For a given image, we first define a background diffusion to estimate the background prior. That is, we assume that the distribution of background is significantly different from that of foreground. Thus we perform a simplified LESD with \( \lambda = 0 \) to compute a background diffusion score \( f_b \), i.e.,

\[
\text{div}(K_p \nabla f_b(p)) = 0, \ s.t. \ f_b(g) = 0, \ f_b(p) = 1, \ p \in \mathcal{B}_c.
\]

Here the boundary condition is defined by considering \( \mathcal{B}_c \) as the background seed set with score 1 and adding an environment point \( g \) with score 0. It is easy to check that the solution to the background diffusion is a harmonic function, thus \( f_b(p) \in [0, 1] \).\(^6\) So the elements in \( f_b \) can be viewed as probabilities of nodes belonging to the background. In this view, we have the probability of a node belonging to the foreground as \( f_f(p) = 1 - f_b(p) \). By further incorporating high level prior knowledge (e.g., the color prior map \( f_c \) and the center prior map \( f_l \)), we define guidance map \( g(p) \) as

\[
g(p) = f_f(p) \times f_c(p) \times f_l(p),
\]

and its value is normalized. To provide good boundary conditions for LESD, we also use \( g \) to define the scores of saliency seeds, i.e., \( s_p = g(p) \), for \( p \in \mathcal{S} \).

\(^3\)In general, the solutions to PDEs with fixed formulation and boundary condition are continuous functions of space and/or time variables only, thus they are much easier to be handled.

\(^4\)See supplemental materials for all proofs in this paper.

\(^5\)As discussed in Section 2.3, the discretization of LESD is based on this connection relationship.

\(^6\)Based on the maximum/minimum principles of harmonic functions.

\(^7\)Please refer to [34] for detailed analysis on these two prior maps.
Both $L$ has a higher probability is no more than $\hat{p}$ in Fig. 4 (p) based on Theorem 1, $w(L)$ still have a relatively small can be automatically stopped and then the $n$ (Fig. 4 (c)). Here we provide an adaptive way to identify $n$ and further suppress background nodes in $F_c$. We first define a background confidence function $w(p) = 1/(1 + g(p)^2)$ on $F_c$, in which larger $w(p)$ implies that $p$ has a higher probability of belonging to the background and should be suppressed. Therefore, we maximize another cost function $\tilde{L} = L(S) - \sum_{p \in S} w(p)$ in $(5)$. Based on Theorem 1, we can prove the following corollary for $L$ and $\tilde{L}$.

Corollary 2 Both $L(S)$ and $\tilde{L}(S)$ are submodular functions. Furthermore, $L(S)$ is monotone with respect to $S$.

The monotonicity and submodularity of $L$ together with the uniform matroid constraint in $(5)$ imply that using a greedy algorithm to solve $(5)$ yields a $(1 - 1/e)$-approximation [29]. Due to the non-monotone nature, we cannot have the same theoretical guarantee for $\tilde{L}$. But in practice, by adding the stopping criterion $L(S \cup \{p\}) \leq \tilde{L}(S)$, the maximization process for $\tilde{L}$ can be automatically stopped and then the optimal seed set is obtained accordingly. We have experimentally found that a greedy algorithm with this stopping criterion is efficient for maximizing $\tilde{L}$ in our saliency detector.

At the end of this section, we summarize the details for the learning-based LESD in Algorithm 1. The complete pipeline of our saliency detector on a test image is also illustrated in Fig. 1.

4. Discussions

In this section, we would like to discuss and highlight some aspects of our proposed PDE-based saliency detector.

4.1. Comparison to Existing Learning-Based PDE

Recently, Liu et al. [24, 25] utilize an optimal control technique to train PDEs for image processing. Although both [24, 25] and our work aim at learning PDEs for image analysis, the learning strategy in our work is different from theirs. In [24, 25], they adopt a nonlinear PDE formulation.
and learn the combination coefficients (i.e., the PDE form) from training image pairs (collected by hands). While our framework considers a linear elliptic system and learns both the PDE form and its boundary conditions to incorporate both bottom-up image structure and top-down human perception into our PDE system. Therefore, we can successfully handle the more complex saliency detection task.

4.2. Submodularity in Previous Vision Models

Submodularity is an important property for discrete set functions and has farreaching applications in operations research and machine learning [20]. It has also been applied to computer vision problems [19, 17, 15]. Although the work in [15] mentioned submodularity in their saliency detector, the mechanism of our work is very different from theirs. Specifically, the submodular optimization model in [15] is used to extract cluster centers\(^8\) and graph clustering and saliency map computation steps are required in their framework. In contrast, we design a submodular optimization model to learn the Dirichlet boundary condition of the PDE system and directly extract the saliency map by solving the learnt PDE system (no further postprocessing is needed). Experimental results in the following section also show that our method achieves more accurate salient regions than [15].

\(^8\)Similar clustering-based idea is also used in [17].

5. Experimental Results

Experiments are performed on three image sets which are generated from two databases, i.e., MSRA [26] and Berkeley [28]. Firstly, we use a subset of MSRA with 1000 images provided by [2] (MSRA-1000). Then the comparison is performed on the whole MSRA database with 5000 images (MSRA-5000). Finally, we test algorithms on 300 more challenging images in the Berkeley image set. We set the number of superpixels as 200 for all the test images. We compare our methods (denoted as “PDE” in the comparisons) with seventeen state-of-the-art saliency detectors, such as IT [13], AC [1], CA [9], CB [14], FT [2], GB [10], GS [36], LC [41], LR [34], MZ [27], RC [7], S-ER [33], SF [30], SR [11], SM [15], SVO [6], and XIE [38]. For quantitative comparison, we report the precision, recall and F-measure values for the three image sets, respectively. We also present ground truth (GT) salient regions and the saliency maps for compared methods. For our method, we experimentally set \(\beta = 10\) in the Gaussian similarity \(k(p, q)\) and \(\lambda = 0.01\) in \(F\) for all test images.

5.1. Quantitative Comparisons

The quantitative comparisons between our method and other state-of-the-art approaches are performed on MSRA-1000, MSRA-5000, and Berkeley, respectively. The average precision, recall, and F-measure values are computed in the same way as in [2, 7, 38, 15].

We first compare the performance of our two objective functions (i.e., \(L\) and \(\hat{L}\)) on the MSRA-1000 image set and show the results in Fig. 5 (a). It can be seen that the \(\hat{L}\)-strategy performs well (red curve) because this non-monotonic model can adaptively determine the optimal \(S\). When we properly define a seed number \((n = 10\) in this case) for \(L\), this monotone model can also achieve good performance (black curve). But it can be seen that the results of \(L\)-based strategy are dependent on the number of saliency seeds (blue and green curves). This is because a too small \(n\) may lead to insufficient diffusion, while a too large \(n\) may introduce incorrect nodes to the seed set. Based on this observation, we always utilize the \(\hat{L}\)-strategy in the following experiments.

The precision-recall curves of all seventeen methods on MSRA-1000 are presented in Fig. 5 (b) and (c). The average precision, recall and F-measure values using an adaptive threshold [2] are shown in Fig. 5 (d). We also perform experiments on all 5000 images in the MSRA database. To achieve more reasonable comparison results, here we use accurate human-labeled masks rather than the bounding boxes used in the previous work to evaluate the saliency detection results. The results are presented in Fig. 6. The Berkeley image set is more challenging than MSRA as many images in this set contain multiple foreground objects with different sizes and locations. We report the comparison...
Figure 5. Results on the MSRA-1000 image set. (a) Precision-recall curves of our method with different design options. (b)-(c) Precision-recall curves of all test methods. (d) Average precision, recall, and F-measure values.

Figure 6. Results on the MSRA-5000 image set. (a) Precision-recall curves. (b) Average precision, recall, and F-measure values.

Figure 7. Results on the Berkeley image set. (a) Precision-recall curves. (b) Average precision, recall, and F-measure values.

The center-surround contrast based methods, such as IT [13], GB [10] and CA [9], can only detect parts of boundaries of salient objects. Using superpixels, recent approaches, such as CB [14] and RC [7], are capable of detecting salient objects. But they usually fail to suppress background regions and also lead to lower precision-recall curves. In Fig. 5 (b), we observe that GS [36] shares a similar precision with ours when the recall is larger than 0.96. However, the geodesic distance to boundary strategy in that method tends to recognize background parts as salient regions when their colors are significantly different from the boundary. So in most cases, their precision is much lower than ours at the same recall level. It can be seen that overall our PDE saliency detector achieves the best performance on all the three challenging image sets. These results also verify that the proposed learning strategy can successfully incorporate both bottom-up and top-down information into saliency diffusion.

5.2. Qualitative Comparisons

We show example saliency maps computed by some typical saliency detectors in Fig. 8. As an eye fixation prediction based method, IT [13] can only identify center-surround differences but misses most of the object information. The simple low-rank assumption in LR [34] may be invalid when images contain complex structures. RC [7] explores superpixels to highlight the object more uniformly, but the complex background always challenges such methods [9, 10, 7]. In SM [15], regions inside a salient object which share a similar color with the background will be regarded as part of the background. As a result, they may share the same saliency value with the background region. In contrast, our method can successfully highlight the salient regions and preserve the boundaries of objects, thus producing results that are much closer to the ground truth.

6. Conclusions

This paper develops a PDE system for saliency detection. We define a Linear Elliptic System with Dirichlet boundary (LESD) to model the saliency diffusion on an image and prove the submodularity of its solution. We then solve a submodular maximization model to optimize the boundary condition and incorporate high-level priors to learn the PDE formulation. We evaluate our PDE on various challenging image sets and compare with many state-of-the-art techniques to show its superiority in saliency detection. In the future, we plan to extend the submodular PDE learning technique to incorporate more complex human perception and high-level priors for other challenging problems in computer vision.
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